Chapter 3 - Example #1 -"Does Fidgeting keep your slim?”
Date:

Name:
INSTRUCTIONS: Problem description and data on page 164. Work through these questions. Check your answers in the

textbook and/or on my Web Site.

1) Define the Explanatory and Response Variables
Exprana o0y (X) — Mon- Exercise Actviay (NEA ;n celori esy

RESPon SE& vy) — FATh Gayn (Ke)

Which variable will you b‘ ués is FaT GAIN.

2) Investigate:

o Enter L1 - Non-exercise activity

o Enter L2 - Fat Gained
What are the mean and standard deviation for each variable using correct notation?

NEA: X= 3234.75 aal. Sx = A5T.Lb cAL.
= 2.39 Kq Sy:= L. 14 Ko
q J

Fat:

b) Find the Correlation Coefficient (r ). Does it support
what you see in the scatter plot?
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a) Sketch a scatterplot. Tip: make sure the y-intercept can be fit
on the graph.
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3) Develop Model:

a. Provide the linear regression equation in context:

il . '
Fnrm = 3.5 —0.00344 (N£A>

b. Sketch the regression line on your scatter plot with 3 points. Label the y-intercept, (X, ¥ ), and a 37 point.
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c. Describe the slope of the line in context. L_B = ~0.003 qﬂ

THE SloPé TELWLS US T HAT THE PReDicTED
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d. Describe the y-intercept in context | a.= 3.50S \
The model eshmetes —+he Fat gain s about B.gkcqr

JE THE AMNEA DoES NorT dHANGEY WREA A
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f) One subject’s NEA rose by 135 calories and gained 2.7 KG of fat.
Find the predicted fat gain: r X =1 35\ lt__ 2.1

e) Plot the residuals

' Find its residual:
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- Did the model over predict or under predict? _ OV e Peepicl

Explain the residual in cqntext.
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You assess the appropriateness of a linear model by reviewing the scatter and residual plot. Review these plots and describe

if a linear model is appropriate and why.
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h. Youuse  to measure the strength of the model. What is r? and describe in context.
\_(‘2 = 0 ? measurey Fhe sireaqJh ot the ”70:)¢I +a ,ﬂ/‘eil‘c‘f‘-
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i.  When would it be inappropriate to predict with LSRL? What is this called?
TME LSRL Model can  only make predichons
within Yhe range o A4S veloes collected.
MAKINCG PREDNIOTIoNS ouT Si1DE OF THE LoU ECTED

DATR IS CALLED ™ EXTRAPOLATION. X




