Activity 9.1a  Test of Hypothesis Basics and Effa#g
There are 2 types of statistical inference E
0 Confidence Interval-CI (Chapter 8):

0 estimates all the plausible values for a population parameter.
It gives us more information. Our course covers “p” and “p."

0 Significance Tests-TOH (Chapters 9-12):

0 are formal procedure for comparing observed data with a claim
(hypothesis) whose truth we want to assess.

0O We express the results of a significance test in terms of a
probability (p-value) that measures how well the data and the
claim agree.

9.1 CONCEPTS YOU MUST KNOW

DEFINE HYPOTHESES:
0 State the parameter of interest

0 Null Hypothesis
0 Alternative Hypothesis

STATISTICAL INFERENCE:
o Claim

0 2 Outcomes of a Statistical Test
0 P-Value

0 Significance Level

0 Statistically Significant

Error:
O Type I

0O Type II
0 Power (covered next class)
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= Example: The Basketball Player
m Setting up Significance Tests i

EXAMPLE:
Ben claims that he makes 80% of his free-throws.

1. What is the population parameter we want to test?
’P= TRUE PROPIZTION OF FREE-THROWS [BEAl MADE.

2.  What is our first claim that we are seeking to gather evidence
against? This is the null hypothesis. Express in symbols and

wgegs: Ho: P}'%O (E)éN'5 “T'RVUE FoUL SHooTIiNC
s g09)

3. What is our second claim that we suspect to be true instead of the
null hypothesis. There are 3 possible scenarios to consider for the
alternative hypothesis.

State the alternate hypothesis and sketch the graph:

m Alternate Scenario #1: We think Ben is exaggerating and can’t
possibly shoot that well.

ha @ p 4 50 ( L&FT TAIL TesT)

—'07._5,
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(next page)
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e Example: The Basketball EXAMPLE: Ben claims that he makes 80%
Player

m Sefting up Significance
Tests (cont.)

of his free-throws.

State the alternate hypothesis and sketch the graph:

B Alternate Scenario #2: We think Ben is being modest, and is the best
free-throw shooter in the state.

Hq ; P>,%o (RicnT Taic Tesi)
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B Alternate Scenario #3: We simply think Ben is lying.

Hp: P:\(:,Sgo (2 TB;L.TEST)




= Example: The Basketball Player y

= The Reasonmg of Slgmflcance Tests

' EXAMPLE: Now we gather evidence. We do not think Ben makes 80/o »
of his free throws. So, we have him attempt 50 free-throws. He makes :
32 of them. His sample proportion of made shots is 32/50 = 0.64. |
" What can we conclude about the claim based on this sample data?

Option 1: What hypothesis do we want to test if we think Ben is
exaggerating? )
Ho

—
!

\"\ﬁ : P 4 8

Do we have enough evidence to reject our null hypothesis?
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= Example: The Basketball Player g

m Would a Confidence Interval Provide the Evidence?

Option 2: Let’s try a different hypothesis. We don’t believe Ben is an 80%
free-throw shooter.

1.  What hypothesis do we want to test?

Ho : F=«80

2. What evidence do we have (assume conditions of random,
independent and normal are met)? I Create a 95% Cl. |

*
p=.tt n=So T =10

A+ 2% PO
e = A

AT AT A ‘J(,w)?, 36)
20

(R)

,068) \
A X \.%(06&/4'

Le=z.%4— 13 =51 |
Ue:.(o‘f+'\3 ;‘jzl

3. Do we have enough evidence to reject our null hypothesis?

OVR CT: WE pAre 9$% CoNFioenNT THAT THe
o 0 e

Teve FooL SHooTine PRo PoeTiuay TS
BETwEEN S1% AND 777, .

rbbitue HAUE CON VINCING Eu:OiNc&_I

e —————een, ]

}/\/_Eg\ DJ])NCeE gy A Do és NoOT INCLvog 80
p—— . 7/
We HAVE ConyiNanNe €U.0FAICE THAT

Bed T s AT AN 850 FRee THZow SHooTER.
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SUMMARY:

Stating Hypotheses In any significance test

1) The null hypothesis has the form

Hy: FAramesL = [ ALY ©

v . ~

2) The alternative hypothesis has one of 3 forms
= To determine the correct form of H,, read the problem carefully!!
=  Determine the symbol (=,>,<,#)
= Label the P-value.

Left-sided Test - Right-sided Test - Two-sided Test -

M, : parameter __{_value |H,: parameter __> value |H,: parameter =~ value

* P\)c\ue_ lom bines

log;% avec. S
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Stating Hypotheses - Try this practice problem |

Studying Job Satisfaction - see Activity 9.1A (answer key)

EXAMPLE: Does the job satisfaction of assembly-line workers differ when their work is machine-
paced rather than self-paced? One study chose 18 subjects at random from a company with over
200 workers who assembled electronic devices. Half of the workers were assigned at random to
each of two groups. Both groups did similar assembly work, but one group was allowed to pace
themselves while the other group used an assembly line that moved at a fixed pace. After two
weeks, all the workers took a test of job satisfaction. Then they switched work setups and took the
test again after two more weeks. The response variable is the difference in satisfaction scores,
self-paced minus machine-paced.

a) Describe the parameter of interest in this setting.

5 N SELF PACEY =
- = coeed
A= PIFFeence 1IN saTss FAcTian Scoe l Mac g PAcED|

b) State appropriate hypotheses for performing a significance test. (in symbols and
words)

Ho: M =0 (»\)o di Herence. in ;\ob schs Sectton Scozes)

e ,(A.+O (%NL 1S e di Herence. A
B job sechs fechiun Sc«ze&}
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Significance Tests: The Basics

A significance test assesses the evidence provided by data against a null hypothesis H,
in favor of an alternative hypothesis H,.

We use the P-value of a test and our predetermined a (alpha - the significance level),
to make decisions regarding our hypothesis.

The P-value of a test is the probability, computed supposing H, to be true, that the statistic
will take a value at least as extreme as that actually observed in the direction specified by
the alternate hypothesis H, .

Small P-values indicate strong evidence against H, . To calculate a P-value, we must
know the sampling distribution of the test statistic when H, is true. There is no universal
rule for how small a P-value in a significance test provides convincing evidence against
the null hypothesis.

If the P-value is smaller than a specified value a (called the significance level), the data
are statistically significant at level a. In that case, we can reject H, . If the P-value is
greater than or equal to a, we fail to reject H, .

General Rule:

- Small P-values we N & the null hypothesis.
Large P-values we j CE the null hypothesis.

. We NEVER accept the null hypothesis.
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Statistically Significance at level a

Try this practice problem

Better Batteries - see Activity 9. 1A (answer key)

A company has developed a new deluxe AAA battery that is supposed to last longer
than its regular AAA battery. However, these new batteries are more expensive to
produce, so the company would like to be convinced that they really do last longer.
Based on years of experience, the company knows that its regular AAA batteries last
for 30 hours of continuous use, on average. The company selects an SRS of 15 new
batteries and uses them continuously until they are completely drained. A
significance test is performed using the hypotheses

Hy: 1= 30 hours

H,: x> 30 hours

ifetime of the new deluxe AAA batteries.
P-value is 0.0276\ <—— G ven

FAiL To ReSect RETeCT W,
a) What conclusion can you make for the significance level g = 0.057
Since Yhe ?vc\vc (O-OQ"IQ is_{___s,i_?
THaN o205 we reject Wo,
WE WAVE SQF@lcienT EuiDENCE Ta
Concivoe +he AAA BaTeeres
LastT LoNGee Twan 30 Houeg

b) What conclusion can you make for the significance level g = 0.01?
ol=.o\
l l

Since the P\/c\uc_ (.9.027(,) 15
Greance Twad o F.08 We $ail Yo

feject Mo, WE Do WoT RAVE

ENOUGW EVIOENCE To ConcLudé THEG
AMN  BATTceieS LAasT LonGEL
Twad 330 Hours.




Introduction to Type I and Type IT Errors:

£
'4.‘5.

EXAMPLE: Our Court System “0.J. Analogy
Understand Hypothesis Testing

= In our jury system, you are innocent until proven guilty. This is how we are going to
set up our statistical test of hypothesis statements:

H,: p=0.J. not guilty (innocent) € Null hypothesis. H, -> “H not”
H,: p# O.J. guilty & Alternate hypothesis

= The lawyers give evidence to prove their case (we will do the same by taking a
sample).

= The jury comes back with the verdict based on whether this was a criminal or civil
trial.

e Criminal Trial evidence must be convincing “Beyond a reasonable doubt.”
= Civil Trial evidence must be convincing “By a preponderance of the evidence”

= Which has a lower threshold? This threshold is comparable to our significance
level(a). We predetermine “a” based on how much of an error we are willing to
make. Typically, 0=.05 or a=.01.

» The Jury decides:
1. “GUILTY,” if they have enough evidence. We will do the same... If we have
enough evidence, we “REJECT Ho.”

2. Orthe jury says “NOT GUILTY.* We will do the same... If we do not have
enough evidence, we “Fail to reject H,.”

3. The Jury never says “INNOCENT,” because OJ will never tell us the truth.
We NEVER accept the null hypothesis because we have a chance of
making a mistake

- Discussion Questions:
a) OJ was found “not guilty” in the criminal trial. He was found “guilty” in the
civil trial. Why?

b) What are 2 possible errors that could happen in our jury system?
TYPEA: Tuey Frups 0XGei HY, BUT RE IS INNOCEANT

—JPfal JUR Fino o3 0T Oui .
‘__,I_‘_D__E_'_- ' / CSO‘LTY



Type | and Type Il Errors

O When we draw a conclusion from a significance test, we hope our
conclusion will be correct. But sometimes it will be wrong.

0 There are two types of mistakes we can make and it is very
important how recognize and interpret these errors!ii!

o f_WE ReIecT Howhen Hyis __ T RJE . we have
committed a Type I error. ( +, +)

O fwe eM(™ ReJecT  HywhenH,is FALSE  (OR
H, is true), we have committed a Type Il error. (- , —)

O Fill in table:

Truth about the population

H, false
H, true (H, true)
Reiect AT COQLE (%18 @ ;
I-JI Type_-L error| conclusion
Conclusion v = |
based on (O(> B {P"‘*‘“ = |~ &)
sample Fail to |(og gzer . @ Type TU
reject conclusion yz"%r—
My (&)

URTED Ao EC WAy e

| TyPe T €22 |“The nullhy pethe sis s Tee | pot
ces WRONG Décisiao ' I

m ™ The al+ernchoe kype%e.ﬁwis i:s-rp*“f-l but

cee LI RON G be C(S‘\(;M 4




Example “Perfect Potatoes”

o
{ 7

A potato chip producer and its main supplier agree that each shipment of
potatoes must meet certain quality standards. If the producer determines
that more than 8% of the potatoes in the shipment have “blemishes,” the
truck will be sent away to get another load of potatoes from the supplier.
Otherwise, the entire truckload will be used to make potato chips. To
make the decision, a supervisor will inspect a random sample of potatoes
from the shipment. The producer will then perform a significance test
using the hypotheses

H,: p=0.08 PeTeTses MET THE STANOAZD

H,:p>0.08 Tocmany BAD POTRTULES

where p is the actual proportion of potatoes with biemishes in a
given truckload

Describe Type | & Type Il error in this setting; explain |
consequences of each:

_— Twe CombanY FNDS Convid NG
A Type I error would occurif...” o =0 o Taeee were Tos man

U‘“'B“k’zme') B & Poth &S, Liken 1N FACT Twe
= Proporexian or %AD PothAtoEes 1S §%
-Consequence:

Thoces oF POMWES Ace SENT AwAY /
WITW GaoD PotaToss AND The

CompunN LoSES Mam €Y.

TWe comPAY Does NOT Fiad
A Type Il error would occur if... — ConvineI NG Eviogdce THE POTATDES

(¢ w»“’ Weee BAD pynen 1N FACT THE
p.\ﬁ% S
o€ PRoPoLTw~n OF BAD POTRTDES
~Consequence: 1S Greatee THA! ¥ %
CHWAPS Ly vty BAD PoThTIES WA COnSEQUENcE 15 wokse 7
AND UPSET CusTomees. * You con cu-%\m ether WY -

TeTYPE L 1S moe £ SERIQUS — lowerol

£ ,I-\IPLJ 15 MOL & swu\os_} Increase
ol




Type | and Il Errors—
Try this practice problem

Faster fas { food?” - see Activity 9. 1B (answer key)

Example "Faster fast food?” The manager of a fast-food restaurant
want fo reduce the proportion of drive-through customers who have
to wait more than 2 minutes to receive their food once their order is
placed. Based on store records, the proportion of customers who had
To wait at least 2 minutes was p = 0.63. To reduce this proportion, the
manager assigns an additional employee to assist with drive-through
orders. During the next month the manager will collect a random
sample of drive-through times and test the following hypotheses:
Ho: p= 0%3 Lostomer Service did Alon)proue
Ha: p< 0.63 (ustomer Service did ?m‘orode

where p = the true proportion of drive-through customers who
have to wait more than 2 minutes after their order is placed to
receive their food.

Describe Type | & Type Il error in this setting; explain
consequences of each:

* AType [ error would occur if... TWE MAN ACER FinDS  (onVINCGINC

R%?—c\ W when B, Trug Evidedce (lustvmeqd Scsevics HAS ;MFU’UE%
P(T\"PE— 1)2 ol WrenN 1N FA cT QSOQ oOF Cusmmiu
~Consequence: WAT LONGEL THAN 2 uMinyTsS

émA'MAGE.\& IS SPewd more F's 4J
Fo2 AR D1 WonaL €mMpPLoyEE aAnND

CoSTDIMEL SEQVICE |YAS WNoT |M PReded

* AType Il error would occurif... Thwe MANAGEL TS0 WNJT FAD

EF—A:\L\’D R EIECT H‘o/ WHEN Hy TQU(] Comvincin ¢ BV DEANCE C9ammgg o
SERQUCE tAS IMPROVED v TR EXT

€, WHEN (N FACT &3%
-Consequence: enPLoieE,
£33
AL 0F CustomERs WHR\T LE3>
MaN acEQ. F1RES ADDITion AL TRAN 2 MNgTES

EMPLOYEE AND ULUPSET
COSTOMELS Wi ™M TPoue SeEQVicE
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AP Stats Calculating Power, Type | and Type Il Errors
WHAT You NEED To KNOow !

Quote from AP Statistics Teacher Forum

“Do not try to teach any calculations about Type Il error or power. Not only is that

not required, it can be confusing and it distracts students from understanding the
concepts. They need to know what the two types of error are and what power is.
They need to be able to explain them in the context of the questions. And they
need to understand the interactions among the errors, power, sample size and
effect size. But no czalculations!l
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