Section 9.3B
Inference for Means: Paired Data

= PERFORM significance tests for paired data are called: paired t procedures.

= Comparative studies (i.e. 2 observations on 1 individual or 1 observation on 2
similar individuals)
= are more convincing than single-sample investigations.
= One-sample inference is less common than comparative inference.
= Study designs that involve making two observations on the same individual,
or one observation on each of two similar individuals, result in paired data.

= Example of paired data
= By measuring the same quantitative variable twice, as in the job satisfaction study,
we can make comparisons by analyzing the differences in each pair.
= |f the conditions for inference are met, we can use one-sample f procedures to
perform inference about the mean difference p,,.




Paired T-Tests

Key Points

v If we somehow know o, we can use a z test statistic and the standard Nommal
distribution to perform calculations.

v In practice, we typically do not know o. Then, we use the one-sample ¢

statistic _
_xX—uQ

with P-values calculated from the ¢ distribution with r - 1 degrees of freedom.

v Analyze paired data by first taking the difference within each pair to produce a
single sample. Then use one-sample t procedures.




m Example: Caffeine Withdrawal
m Carrying Out a Paired T- Test

EXAMPLE: Researchers designed Results of a caffeine deprivation study
an experiment to study the effects of | subject Depression Depression Difference
caffeine withdrawal. They recruited 11 (caffeine) (placeba) | [(plngebo = oafleine)
volunteers who were diagnosed as 1 5 16

being caffeine dependent to serve as 2 5 23

subjects. Each subject was barred 3 4

from coffee, colas, and other

substances with caffeine for the 4 2

duration of the experiment. During S 8 14

one two-day period, subjects took 6 5 24

capsules containing their normal 7 0

caffeine intake. During another two- = ;

day period, they took placebo

capsules. The order in which subjects | 2 2 2

took caffeine and the placebo was 10 1" 12

randomized. At the end of each two-
day period, a test for depression was
given to all 11 subjects. Researchers
wanted to know whether being
deprived of caffeine would lead to an
increase in depression

-
-
-
o

- L2 L3 L4=L3-L2
-] (=
+P1Dt5DFF
I T OO
Tamax=28
Ascl=4
Ymin=-1
Ymax=5
V=i l=1
mras=]
&= 2oa31914289, .
| =Var Stats Ly T-Tezst T-Test
InFL:EWE Stats| p:A
| =War Stats KosE t=3.5304d257 22
MET . SbSE3IE364 Example Liztily F=.B027214717
Tw=81 from Frreq:s 1 WET . abababs6d
%KEEIET?EQ?QEE nage 577 HiFERD <pn SET?.EIFEEFQEE
W=6, : B 2w | n=
W=E, D99 7EEZ3S
$n=11




m Example: Caffeine Withdrawal
m Carrying Out a Paired T- Test

e e e S s R e ] e S e e Y

Subject Depression Depression Difference
(caffeine) (placebo) (placebo—
caffeine)

11

Put data into your calculator

L1 =Subject Number 2 5 18

| 2=depression - caffeine 3 4 1
LL3=depression - placebo

L4=L312 (the difference placebo — caffeine) 4 3 ¢

/ 5 8 14 6

Fill in the Difference column = - 54 s

7 0 6 6

8 0 3 3

9 2 15 13

10 11 12 1
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m Example: Caffeine Withdrawal
m Carrying Out a Paired T- Test

1) Set Up Hypotheses: If caffeine deprivation has no effect on depression, then we
would expect the actual mean difference in depression scores to be 0. We want to
test the hypotheses where

Uy = the true mean difference (placebo — caffeine) in depression score.

Hy uy=0
H, uy>0

Since no significance level is given, we'll use a = 0.05.




2) Check Conditions:

v" Random researchers randomly assigned the treatment
order—placebo then caffeine, caffeine then placebo—to the subjects.

v~ Normmal We don’t know whether the actual distribution of difference in depression
scores (placebo - caffeine) is Nommal. Since sample size (n= 11) is small , we need
to examine graphs of the data to seeif it's safe to use ¢ procedures.
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The histogram has an irregular shape with so few values; the boxplot shows some
right-skewness but no outliers; With no outliers or strong skewness, the f procedures
should be pretty accurate.

v Independent We aren’t sampling, so it isn't necessary to check the 710% condition.
We will assume that the changes in depression scores for individual subjects are
independent. This is reasonable if the experiment is conducted properly.

v' ois unknown \We must use a t-statistic




3) Mechanics: Since the conditions are met, we will do:

paired t test for difference of means (or ;) € make sure to state the test

Calculate Test Statistic and P-Value

Find the sample mean and standard deviation for p . Use 1-Var Stats for L4

P-value:

1-Var Stats
®=7 . J63636364

S

¥,=7364ands, =6.918

X,—l, 7.364—0

?%k;__ﬁgi%ha
Cpeasy =0.002>

Test statistic/= =3.53

According to technology —>the area to the right of { = 3.53 on the ¢ distribution
curve = tcdf(3.53,e99,11) =.0027

Can also use calc. but MUST
state df and probability
statement to receive full
credit on AP Exam.
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4) Conclude:

With a P-value of 0.0027, which is much less than our chosen a = 0.05, we
have convincing evidence to reject H,: = 0.

We can therefore conclude that depriving these caffeine-dependent subjects
of caffeine caused an average increase depression scores.




Test of Significance Template

Parameter of
Interest Mp = Trve. mecn di Herence (?\c.ce‘ao Co Fetne) i
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Choice of
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Level of
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“FRAPPY”
Q %2007 (Free Response AP Problem... Yay!)
g

The following problem is taken from an actual Advanced Placement Statistics
Examination. Your task is to generate a complete, concise statistical response in

[ ~ |5 minutes. You will be graded based on the AP rubric and will earn a score of
/ 0-4. After grading, keep this problem in your binder for your AP Exam
preparation.

Investigators at the U.S. Department of Agriculture wished to compare methods of determining the level of E. coli
bacteria contamination in beef. Two different methods (A and B) of determining the level of contamination were
used on each of ten randomly selected specimens of a certain type of beef. The data obtained, in millimicrobes/
liter of ground beef, for each of the methods are shown in the table below.

Specimen
1 2 3 4 5 6 7 8 9 10
Al 27| 236|240 | 271 | 274 | 278 | 344 | 352 | 404 | 468 |/
Method L2
B | 230 3 237 | 265 | 26.6 | 27.1 332 | 350 | 405 | 478 &
DFF(a-8) -3 .5 .3 .6 .% .7 nLa .2 <=1 =—-T & 13=u-
S.oniﬂg.;. Is there a significant difference in the mean amount of E. coli bacteria detected by

the two methods for this type of beef? Provide a statistical justification to
support your answer.
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