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Section 8.1  Confidence Intervals: 
The Basics

Key Learning – We are making a big transition!

In the past, we assumed we knew the true value of a 
population parameter and then asked questions about the 
distribution of the statistic used to estimate the parameter.

NOW we no longer pretend to know the true value of the 
population parameter.  We start with the more realistic 
situation where we know only the value of the statistic and 
use this to estimate the value of the population parameter. 
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2Point Estimator and Point Estimate:

Definition:

•A point estimator is a 
statistic that provides an 
estimate of a population 
parameter. 

•The value of that statistic 
from a sample is called a 
point estimate. 

•The ideal point estimate 
will have no bias and low 
variability.



+

3Point Estimator and Point Estimate:

Definition:

•A point estimator is a statistic 
that provides an estimate of a 
population parameter. 

•The value of that statistic from a 
sample is called a point 
estimate. 

•The ideal point estimate will 
have no bias and low variability.

SOLUTION
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4 INTRODUCTION:  “The Idea of a Confidence Interval” 

CONCLUSION in CONTEXT: If we estimate that µ lies somewhere in the interval 
230.79 to 250.79, we’d be calculating an interval using a method that captures the true µ
in about 95% of all possible samples of this size.
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• We want to estimate a “mystery mean µ,” was from a population with a Normal 
distribution and σ=20.

• We take an SRS of n=16 and calculated the sample mean= 240.79.

20/√16
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5Interpreting Confidence Levels and intervals:
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• Here is a sampling distribution 
for a sample mean.

• 25 samples of the same size 
were taken

• We choose a 95% confidence 
level.

• Then find a 95% confidence 
interval for each of the sample 
means.

• How many confidence intervals 
miss the true population mean 
(µ)? 
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Interpreting Confidence Levels and Intervals:
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7Interpreting Confidence Levels and intervals:

Notice, the confidence interval gets larger when the confidence level 
increases: 
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AP Exam Common Error:  

Use these correctly!

Confidence level: To say that we are 95% confident is 
shorthand for “95% of all possible samples of a given size 
from this population will result in an interval that captures 
the unknown parameter.”
Confidence interval: To interpret a C% confidence interval 
for an unknown parameter, say, “We are C% confident that 
the interval from _____ to _____ captures the actual value 
of the [population parameter in context].”

Interpreting Confidence Levels and intervals:
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9Interpreting Confidence Levels and intervals:

TPS4e:  page 476
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APPENDIX

CHECK YOUR UNDERSTANDING (PAGE 476)

1. CONFIDENCE INTERVAL:  We are 95% confident that the interval from 2.84 to 
7.55 captures the true standard deviation of the fat content of Brand X hot dogs.

2. CONFIDENCE LEVEL: In 95% of all possible samples of 10 Brand X hot dogs, the 
resulting confidence interval would capture the true standard deviation.

3. FALSE: The probability is either 1(if the interval contains the true standard 
deviation) or 0(if it does not).

SOLUTIONS
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 To estimate an unknown population parameter, start with a statistic that 
provides a reasonable guess. The chosen statistic is a point estimator for 
the parameter. The specific value of the point estimator that we use gives a 
point estimate for the parameter.

 A confidence interval uses sample data to estimate an unknown 
population parameter with an indication of how precise the estimate is and 
of how confident we are that the result is correct.

 Any confidence interval has two parts: an interval computed from the data 
and a confidence level C. The interval has the form

estimate ± margin of error 

 When calculating a confidence interval, it is common to use the form 

statistic ± (critical value) · (standard deviation of statistic)

The margin of error tells how close the estimate tends to be to the unknown parameter in repeated random sampling.

.

Confidence Intervals: The Basics Summary

 The critical value depends on (1) the confidence level and (2) the sampling 
distribution of the statistic.  
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 The confidence level C is the success rate of the method that produces the 
interval. If you use 95% confidence intervals often, in the long run 95% of 
your intervals will contain the true parameter value. You don’t know whether 
a 95% confidence interval calculated from a particular set of data actually 
captures the true parameter value.

Confidence Intervals: The Basics Summary

We usually choose a confidence level of 90% or higher because we want to 
be quite sure of our conclusions. 

 The most common confidence level is 95%.

Now we want the exact critical value and we could use Table A or the following 
calculator command: DISTRIB invNorm(C,0,1). But draw a picture first.

 For Normal distributions, we have used the “68-95-99.7.”

 The critical value for the 90% CL is 
 Lower Bound: invNorm(.05,0,1)= -1.645
Upper Bound: invNorm(.05,0,1)= +1.645

What are the critical values for 95%_______________________________ 
and 99% _____________________________________________________   ?
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Before calculating a confidence interval for µ or p there are 3 important conditions 
to check:

• RANDOM: The data should come from a well-designed random sample or randomized 
experiment.

• INDEPENDENT: Individual observations are independent. When sampling without 
replacement, the sample size n should be no more than 10% of the population size N (the 
10% condition) to use our formula for the standard deviation of the statistic

• NORMAL: The sampling distribution of the statistic is approximately Normal.

• Normal For Means: The sampling distribution is exactly Normal if the population 
distribution is Normal. When the population distribution is not Normal, then the central limit 
theorem tells us the sampling distribution will be approximately Normal if n is sufficiently 
large (n ≥ 30).

• Normal For Proportions: We can use the Normal approximation to the sampling 
distribution as long as np ≥ 10 and n(1 – p) ≥ 10. 

Confidence Intervals: The Basics Summary

 Other things being equal, the margin of error of a confidence interval gets 
smaller as the confidence level C decreases and/or the sample size n increases.

 The margin of error for a confidence interval includes only chance variation, 
not other sources of error like nonresponse and undercoverage.


