Inference Summar

Confidence intervals (Cls) Significance tests
STATE: What parameter do you want to estimate, and at what confi- What hypotheses do you want to test, and at what significance
dence level? level? Define any parameters you use.
PLAN: Choose the appropriate inference method. Check conditions. Choose the appropriate inference method. Check conditions.
DO: If the conditions are met, perform calculations. If the conditions are met, perform calculations.

*» Compute the test statistic.
* Find the P-value.

CONCLUDE: Interpret your interval in the context of the problem. Interpret the result of your test in the context of the problem.

statistic — parameter

CI: statistic + (critical value) - (standard deviation of statistic) Standardized test statistic = s ,
standard deviation of statistic

Random Data from a random sample or randomized experiment

One-sample zinterval for p

(1-PropZint) Normal At least 10 successes and failures; that is, np > 10
Estimate L : and n(1 — p) > 10
ptz p“; p) Independent observations; 10% condition if sampling without
replacement
1 One-sample z test for p Random Data from a random sample or randomized experiment
(1-PropZTest) Normal np, > 10 and n(1 — pg) > 10
Test p— P Independent observations; 10% condition if sampling without

A
/pq(j ~ Po) replacement
n

Random Data from random samples or randomized experiment

) Normal At least 10 successes and failures in both samples/
Two-sample zinterval for py — p,

Proportions roups; that is,
S Estimate (2-PropZint) e
= - - - mp; >10,n,(1— py) > 10,
([71 == f’z) == 4 '\jp'“n_ P I P2(1n— P2) NP, >10,n,(1 - 132) >10
1 2
Independent observations and independent samples/groups;
8 10% condition if sampling without replacement
Two-sample ztest for p; — p, Random Data from random samples or randomized experiment
(2-PropZTest) Normal At least 10 successes and failures in both samples/
_ (P —P2) —(p1 — ps) groups; et s,
Test \/écﬂ —be) , Bell—B2) iy >10,m(1— py) > 10,
n n,

nyp; >10,ny(1— p,) > 10

total successes X + X, |Independent observations and independent samples/groups;

where p, = = S o
Pe totalsample size  n;+n, | 10% condition if sampling without replacement




One-sample tinterval for 12

Random Data from a random sample or randomized experimen

Esfinats (Tinterval) Normal Population distribution Normal or large sample (n > 30
¥+t* S withdf=n—1 Independent observations; 10% condition if sampling without
1 vn replacement
(or paired ) )
data) One-sample t test for 1 Random Data from a random sample or randomized experimen
- (Fles) Normal Population distribution Normal or large sample (n > 30
es - S —
X =y B Independent observations; 10% condition if sampling without
= withdf =n—1
sy /~n replacement
Two-sample tinterval for oy — o Random Data from random samples or randomized
Means (2-SampTInt) experiment
Esfimate . Ha L7 3 Normal Population distributions Normal or large samples
(6 —Xp) 1 * 7+ (ny > 30and n, > 30)
1 2
Independent observations and independent samples/groups;
df = min(n, — 1, n, — 1) or use technology |-10% condition if sampling without replacement
2 Two-sample ttest for iy — p, Random Data from random samples or randomized
(2-SampTTest) experiment )
= (B = %) — (1 — o) Normal Pepulation distributions Normal or large samples
Test - \j s s (ny > 30and n, > 30)
n, + n, Independent observations and independent samples/groups;
) 10% condition if sampling without replacement
df = min(n; — 1, i, — 1) or use technology
Chi-square test for goodness of fit Random Data from a random sample or randomized
(2GOF-Test) experiment
9 Test g5 (observed — expected)? Large sample size: All expected counts at least 5
= expected Independent observations; 10% condition if sampling without
Distribution replacement
of with df = number of categories — 1 ¥
categorical Chi-square test for homogeneity Random Data from random samples or randomized
variables (- Test) experiment
Bicr more Test ” Z (observed — expected)? Large sample size: All expected counts at least 5
= expected Independent observations and independent samples/groups
10% condition if sampling without replacement
with df = (no. of rows — 1) (no. of columns — 1)
Chi-square test of association/ Random Data from a random sample or randomized
Relationship independence (- Test) experiment
between 2 1 Tost i (observed — expected)? Large sample size: All expected counts at least 5
categorical X" = z expected Independent observations; 10% condition if sampling withou!
variables replacement
with df = (no. of rows — 1) (no. of columns — 1)
One-sample tinterval for 3 Linear True relationship between the variables is linear
Relationship Estimate (LinRegTlnt) Independent observations; 10% condition if sampling withou
between 2 b+ t*(SE,) withdf =n — 2 replacement
quantitative 1 One-sample ttest for 3 Normal Responses vary Normally around regression line for
variables (LinRegTTest) all x-values
(slope) Test Equal variance around regression line for all x-values
b—0y ..
t= 0 withdf=n—2

b

Random Data from a random sample or randomized experimer




